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The growth of connected intelligent devices in the Internet of 
Things has created a pressing need for real-time processing 
and understanding of large volumes of analogue data. The dif-
ficulty in boosting the computing speed renders digital com-
puting unable to meet the demand for processing analogue 
information that is intrinsically continuous in magnitude 
and time. By utilizing a continuous data representation in a 
nanoscale crossbar array, parallel computing can be imple-
mented for the direct processing of analogue information in 
real time. Here, we propose a scalable massively parallel com-
puting scheme by exploiting a continuous-time data repre-
sentation and frequency multiplexing in a nanoscale crossbar 
array. This computing scheme enables the parallel reading of 
stored data and the one-shot operation of matrix–matrix mul-
tiplications in the crossbar array. Furthermore, we achieve the 
one-shot recognition of 16 letter images based on two physi-
cally interconnected crossbar arrays and demonstrate that 
the processing and modulation of analogue information can 
be simultaneously performed in a memristive crossbar array.

Discrete-time and continuous-time signals are available for infor-
mation representation in the time domain. A typical example is the 
binary data representation (that is, ‘1’ and ‘0’) used for computing in 
digital computers based on the von Neumann architecture, in which 
the bit stream is discrete in time and amplitude. The upper bound 
of the processor speed in digital computers is largely set by the clock 
frequency, the increase of which is essentially limited by the speed 
of flipping logic states. Further increasing the processor speed will 
lead to serious overheating issues1,2, which explains why the clock 
frequency of advanced digital computers has stopped growing for 
over ten years3. This effect renders digital computing highly chal-
lenging in many applications, such as intelligent edge applications 
in the Internet of Things (IoT) network with the explosive growth of 
connected edge devices, which require high-efficiency data process-
ing and communication4–10.

Alternative computing schemes, other than digital computing, 
are thus required for these applications5,11–23. In contrast with dis-
crete data representation, the use of a continuous-time data rep-
resentation can avoid flips between different logic states and can 
overcome the aforementioned speed bottleneck of the processor24. 
Processing information represented with a continuous-time signal 
demands a nanoscale hardware architecture on which computa-
tion can be implemented in a continuous-time manner. Nanoscale 

memristive crossbars offer an ideal platform that can implement 
analogue computing25–34, in which energy-efficient visual/speech 
processing and recognition have been achieved35–39.

In this article, we propose and implement a scalable massively 
parallel computing scheme in a nanoscale crossbar array by employ-
ing a continuous-time data representation and frequency multiplex-
ing and demonstrating its promising application in intelligent edge 
devices. As a demonstration, the proposed massively parallel com-
puting allows the one-shot recognition of 16 letters in a neural net-
work composed of two physically interconnected crossbar arrays. 
Moreover, massively parallel computing and signal modulation are 
implemented simultaneously in the analogue domain, opening up 
unprecedented opportunities for intelligent edge applications.

Figure 1 shows the continuous-time data representation and 
the corresponding continuous-time analogue computing scheme. 
This computing approach manifests itself in the data representa-
tion of continuous time and amplitude and takes full advantage of 
the physical attributes of the memristive crossbars to process data 
in a continuous-time domain, without suffering from issues associ-
ated with the steep rising and falling edges in digital computing. By 
employing Kirchhoff ’s current law and Ohm’s law, any individual 
sinusoidal (or cosinusoidal) signals with different frequencies can 
be processed by the memristive crossbar array. Moreover, we can 
further feed a continuous-time signal by the linear combination of 
sinusoidal/cosinusoidal signals into the memristive crossbar array 
to effectively increase the computing capacity (Fig. 1a). As shown 
in the middle panels of Fig. 1a, such a continuous-time signal (for 
example, voltage or current) in a time segment can be transformed 
to a frequency spectrum with multiple peaks at different frequen-
cies. Such a transformation explicitly illustrates that the input 
continuous-time voltage signals of single or multiple frequency 
components can be processed by the memristive crossbar array to 
output the continuous-time current signals of multiple frequency 
components. This transformation yields a unique process to read the 
information stored in the crossbar array and perform computing.

It is mathematically provable to implement matrix–matrix multi-
plication (MMM) by using the continuous-time computing scheme 
in a memristive crossbar array. The input voltage signal in the ith 
row (Ui) can be expanded by a series of orthogonal bases in the 
frequency domain as Ui =

∑

k
Uk

i , where Uk
i  is the voltage amplitude 

of the kth frequency. Similarly, the current output in the jth column 
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(Ij) can also be expanded as Ij =
∑

k
Ikj , where Ikj  is the current ampli-

tude of the kth frequency. By assuming a constant conductance Gi,j 
during operation, the input continuous-time voltage signals are 
converted to the output continuous-time current signal through 
Ohm’s law Ii,j =

∑

k
Uk

i Gi,j. The currents at all columns are summed 

according to Kirchhoff ’s current law Ij =
∑

i
Ii,j. Since Ij =

∑

k
Ikj , 

we are able to achieve MMM through Ikj =
∑

i
Uk

i Gi,j via a one-shot 

operation. Based on the continuous-time data representation, this 
frequency multiplexing computing (FMC) technology allows for 
the realization of massively parallel computing.

Implementing the one-shot MMM operation in the memris-
tive crossbars enables massively parallel reading and computing, as 
schematically shown in Fig. 1b. The crossbar array can be operated 
in either Compute mode or Read mode, which is dependent on the 
frequency spectrum of the input continuous-time voltage signal. 
When the input signal fed into each row i (i = 1, 2...M) of an M × N 
crossbar array contains a single-frequency component and a con-
stant voltage amplitude U0, the parallel reading of the data stored 

in the crossbar array is achievable. Meanwhile, when the input sig-
nal contains multiple frequency components with different voltage 
amplitudes, the crossbar array is capable of implementing massively 
parallel computing. Regardless of the Read mode or the Compute 
mode, the output results at each column of the crossbar array j (j = 1, 
2...N) are represented via the current–frequency spectrum.

We next implement these two FMC-based operation modes 
experimentally in a nanoscale memristive crossbar array. Figure 2a,b  
shows scanning electron microscopy images of a fabricated Ta/HfO2 
memristor crossbar array and the corresponding current–voltage  
(I–V) characteristics, respectively. All available resistive states in  
each device exhibit linear and symmetrical I–V characteristics within  
the voltage range from −50 mV to 50 mV. We also characterized 
the stability of conductance via 105 reading operations on memris-
tive devices with resistance states from 1,000 to 10,000 ohms and 
present the corresponding error statistic in the top inset of Fig. 2b. 
The negligible standard deviation indicates the excellent stability of  
the fabricated memristive devices. To achieve the parallel reading 
of the stored data in the crossbar array, we applied continuous-time 
signals with the same voltage amplitude U0 but distinct frequencies 
into each column of the crossbar array. Subsequently, we analysed 
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Fig. 1 | Continuous-time data representation for FMC in a memristive crossbar array. a, Implementation of FMC by using the memristive crossbar array, 
in which data are represented by a continuous-time signal synthesized with various sinusoidal (or cosinusoidal) signals with different frequencies fk.  
b, Schematic illustration of FMC-enabled parallel reading and parallel computing. In Read mode, the parallel readout of all conductance values (Gk,j) stored 
in the memristive crossbar array can be achieved by feeding single-frequency continuous-time signals with a constant voltage amplitude U0 into a row i 
(i = 1, 2...M) of the crossbar array. In Compute mode, a one-shot MMM operation can be implemented by inputting multiple-frequency continuous-time 
signals with the voltage amplitude Uk

M at different frequency fk values into row i (i = 1, 2...M) of the crossbar array. For both Read and Compute modes, the 
output signals are generated from column j (j = 1, 2…N) in the form of the current–frequency spectrum, in which Ikj  represents the current amplitude at the 
frequency component fk of the jth column.
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the output current–frequency spectrum and read out the conduc-
tance values by using GRead = IRead/U0, where IRead is the measured 
current at different frequencies, and GRead represents the conduc-
tance matrix. The measured output current values (symbols) at dif-
ferent U0 values versus preprobed device conductance are presented 
in Fig. 2c. For the same U0 (1, 2 or 5 mV), all measured current val-
ues are located in a straight line (dashed lines) with a slope equal to 
U0, indicating that the accurate parallel reading is accessible in the 
memristive crossbar array.

Sequentially, we went a step further and realized massively paral-
lel computing. By feeding continuous-time voltage signals with 16 
frequency components into all of the rows of a 25 × 9 memristive 
crossbar array simultaneously, the corresponding continuous-time 
current output signals are generated instantly from all of the col-
umns of the crossbar array. We analysed the current magnitudes 
at 16 frequencies generated from each column in the frequency 

domain, with the corresponding results shown in Supplementary 
Fig. 1. For simplicity, we selected the experimental current values 
at 16 frequencies output from the third column of the crossbar 
array (Ik3) and compared them with the simulation results. Figure 2d 
shows a comparison between the experimentally measured current 
values (grey histogram) and the simulation current values (magenta 
histogram) at 16 frequency components (details for the experimen-
tal measurement and simulation in the Methods). As expected, the 
experimental results agree well with the simulation results. We also 
performed systematic analysis on error statistics over random inputs 
(Supplementary Fig. 2), as well as on the effects of wire resistance, 
crossbar array size and device resistance range (Supplementary  
Fig. 3), with results indicating that high-precision FMC-based para
llel computing can be obtained. Implementing the one-shot MMM 
operations in the memristive crossbar array will achieve the mas-
sively parallel computing of numerous tasks and allow the real-time 
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Fig. 2 | Experimental implementations of FMC-based massively parallel computing. a, Fabricated Ta/HfO2 memristor crossbar array. b, Linear and 
symmetric I–V curves of the memristive devices at different conductance states. The insets show error distribution of device conductance (top) and 
schematic illustration of device structure (bottom). Ginitial, initial conductance of memristors; G, measured conductance of memristors. c, Measured output 
currents versus conductance of different devices in the memristive crossbar array for U0 = 1, 2 and 5 mV. For the same U0, all the measured current values 
are located on a straight line with the slope equal to U0, indicating that the parallel reading operation is valid. d, Comparison between experimental (grey 
histogram) and simulation (magenta histogram) current values at 16 frequencies in the massively parallel computing mode. The index labelled in each 
column corresponds to the output current at different frequencies.
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inference that is desirable for many intelligent edge applications in 
the IoT network. Note that the massively parallel computing pro-
posed in this work is radically different from parallel computing 
based on a multicore digital processor (Supplementary Fig. 4), in 
which parallel computing is limited by inherently sequential com-
puting elements and the communication bottleneck still limits the 
computing performance8.

By taking advantage of FMC-based parallel reading and comput-
ing, as demonstrated above, we are capable of achieving the one-shot 
recognition of numerous target images by using two memristive 
crossbar arrays. As shown in Fig. 3a, these two memristive crossbar 
arrays are physically interconnected by trans-impedance amplifiers 
(TIAs). The left crossbar array in this prototype is used to store the 
target letter images shown in Fig. 3b, and the right crossbar array is 
used as an artificial neural network for inference. To demonstrate 
the one-shot recognition of numerous target images, we mapped 16 
letter images ‘NAINVINAJNGINUHC’ corresponding to a 25 × 16 
data matrix (Fig. 3b) into the left crossbar array, and the trained 
weight matrix (Fig. 3c) into the right crossbar array. Subsequently, 
16 different carrier signals, which have the same voltage amplitude 
U0 but different frequencies (that is, from f1 to f16), were simulta-
neously fed to all columns of the left crossbar array to carry out 
parallel reading (in FMC-based Read mode). The output current 
signals from the left crossbar array that represent the 16 target let-
ters are converted into continuous-time voltage signals and then 
input into the right crossbar array for classifying the target letters 
(in FMC-based Compute mode). The recognition results are output 
from the right crossbar array. With this unique set-up, the 16 let-
ter images can be classified into nine different categories in a mas-
sively parallel one-shot manner, which are labelled ‘A’, ‘N’, ‘J’, ‘I’, ‘G’, 
‘V’, ‘U’, ‘C’ and ‘H’. To further show the potential of FMC technology 
in processing a large number of tasks, we input 1,000 hand-written 
digital letters for recognition. The obtained results show a recog
nition accuracy of 94.7% and indicate that our proposed FMC 
technology works well for massively parallel recognition of images 
(Supplementary Fig. 5).

Note that the processed multiplexed signals output (representing 
recognized results) from all-analogue tiling of crossbar arrays can be 
either distinguished by exploiting highly parallelized processing in 
the end-to-end all-analogue crossbar architecture (Supplementary 
Fig. 6) or transmitted out by using a radio frequency (RF) module, 
depending on specific applications. Since the output multiplexed 
signals have been modulated, we can directly transmit recognized 
results through multiple-input-multiple-output (MIMO) wire-
less channels (Tx_1, Tx_2…Tx_9) without compromising perfor-
mance. The transmitted signals are received on a remote terminal 
device over different wireless channels (Rx_1, Rx_2…Rx_9), as 
shown in Fig. 3d, in which the red boxes represent the classified 
target letters. We also experimentally demonstrated the reception of 
the recognition results on a remote mobile phone (Supplementary 
Fig. 7). With FMC-based technology, we are able to achieve mas-
sively parallel one-shot recognition of numerous target images, as 
well as signal modulation, transmission and reception in real time 
(Supplementary Video 1). Such transformative in-communication 
computing technology is desirable for advancing intelligent edge 
devices in IoT networks that demand high-efficiency data pro-
cessing and communication. Moreover, we demonstrate that the 
FMC-based system is compatible with the MIMO communication 

technology widely used for increasing the channel capacity of 5G 
wireless communication networks40 (Supplementary Fig. 8).

The use of the continuous-time data representation in the 
nanoscale crossbar array offers tremendous promise for reducing 
the operating voltage and increasing the computing frequency. 
Since the voltage U0 of the carrier signal input into the left crossbar 
array in Fig. 3a is critical to the accuracy of the FMC-based mas-
sively parallel computing, we evaluated the parallel reading errors 
by using (Gr – GR)/Gr at different U0 values, that is, from 1 mV to 
100 mV (Fig. 4a and Supplementary Fig. 9), where Gr represents 
the readout conductance of the memristive crossbar devices by the 
semiconductor parameter analyser and GR represents the conduc-
tance values obtained by the FMC. Our results show that the relative 
error is less than 2% at U0 = 2 mV and is comparable to that reported 
in neuromorphic computing37,39,41. In contrast with the small error 
at low operating voltage, high operating voltage induced harmonic 
distortion, and conductance variation would lead to a large error 
(Supplementary Fig. 10). Note that a low-precision computation is 
sufficient for most neural network applications29,36. For similar-level 
precision, it is highly desirable to make the neural networks operate 
at a low voltage to achieve high energy efficiency. The operating volt-
age of the neural network based on the continuous-time data repre-
sentation is two orders of magnitude lower than that of the digital 
circuit-based neural network42–44 and reported values for the neural 
networks implemented with memristive crossbar arrays35,38,41,45–47. 
We reveal that the reason why massively parallel computing can be 
operated at ultralow voltage in the nanoscale crossbar array is due 
to highly suppressed noise at a high operating frequency (Fig. 4b). 
As the frequency increases, the signal-to-noise ratio is improved 
(inset of Fig. 4b). Although the proof-of-concept is demonstrated 
at a frequency of a few kilohertz, the operating frequency can  
be further increased. To explore the upper limit of the operating 
frequency, we carried out scattering-parameter measurements for 
the memristive devices (0.4 × 0.4 μm2), with the results shown in 
Fig. 4c. The experimental S21 measurement matches well with the 
simulation model based on the equivalent circuit of the memristive 
devices (Supplementary Fig. 11), from which the capacitance can be 
extracted. Based on the extracted capacitance (~20 fF), we obtained 
an operating frequency of 5 GHz even for a 128 × 128 crossbar 
array made of the large-area memristive device (Methods for more 
details). By further scaling down the feature size of the memris-
tive device to reduce the parasitic capacitance48–50, it is possible to 
engineer the operating frequency of the FMC-based massively par-
allel computing in memristor-based MMM cores beyond 100 GHz  
(Fig. 4d). The full matrix multiplication in a single time step is avail-
able within this bandwidth limit and reasonable noise level. Such a 
wide operating frequency range enables one to add more frequency 
components in the input continuous-time signal to increase the par-
allel computing capability. In conjunction with recent advances in 
the integration density of memristive crossbar arrays33,38, the para
llel processing capability can be further enhanced by increasing the 
array size and the number of tiled arrays (Supplementary Fig. 12).

In conclusion, we propose and experimentally demonstrate a  
frequency-multiplexing-enabled massively parallel computing  
scheme based on a continuous-time data representation in the 
nanoscale crossbar array. The ultralow operating voltage and ultra
high operating frequency of the FMC-based massively parallel 
computing may open up an avenue for parallel analogue computers  

Fig. 3 | FMC-based one-shot recognition of numerous images and wireless communication of the recognition results. a, The circuit schematic of the 
device based on two crossbar arrays and a RF module. The left and right crossbar arrays are used for data storage and inference, respectively. b, The data 
matrix for 16 target images ‘NAINVINAJNGINUHC’ stored in the left crossbar array. c, The trained weight matrix for the right crossbar array. d, One-shot 
recognition results of the 16 letter images. The recognition results were transmitted via the RF module and received by the terminal device through 
wireless communications. The red boxes in each row (Rx_1 to Rx_9) correspond to the classified target letters from the 16 input letters represented by 
different frequency components (f1, f2 · · · f16).
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that are superior to their digital counterparts with orders of mag-
nitude improvement in the voltage and computing speed. In con-
junction with the signal modulation accomplished simultaneously 

with parallel signal processing, FMC-based massively parallel com-
puting may be deployed for low-power intelligent edge applica-
tions to address the upcoming challenges associated with real-time  
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processing and communication in IoT networks51. The proposed 
FMC could be readily extended to other nanoscale crossbar arrays 
made of non-volatile memory devices13,32,52–57 (for example, phase 
change memory and magnetoresistive random access memory).

Note that while our manuscript was under review, we noticed 
two recent publications presenting photonic tensor cores for par-
allel computing58,59 and made a detailed comparison between the 
optical parallel computing and our proposed FMC (Supplementary 
Tables 1 and 2).
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Methods
Device fabrication. Pd/Ta/HfO2/Pd memristive devices were fabricated with 
a sandwich structure. An Al2O3 substrate was used to eliminate the parasitic 
capacitance. The bottom/top metal layer was deposited through a standard electron 
beam deposition process; a 6-nm-thick HfO2 switching layer was deposited via 
atomic layer deposition. The deposition of an 80-nm-thick Ta layer was realized by 
using a standard RF sputtering process. For devices with a feature line-width larger 
than 2 μm, the electrode patterns were realized by using double-layer photoresist 
photolithography, followed by a lift-off process in N-methyl pyrrolidone. For 
line-widths smaller than 2 μm, electron beam lithography was used to pattern the 
electrodes.

Implementation of massively parallel computing in memristive crossbar 
array. Memristor resistance values ranging from 1,000 to 10,000 ohm were used 
for the demonstration. To demonstrate massively parallel computing in the 
memristive crossbar array, signal generators, TIAs and an oscilloscope with a 
built-in frequency analyser were used. Signal generators supporting 16 channels 
were used as continuous-time signal sources. We employed TIAs to convert the 
current signals into voltage signals for the measurement; a frequency analyser was 
used to measure the output results from the memristive crossbar array. The output 
signals can also be distinguished in a massively parallel way with the crossbar array 
(Supplementary Fig. 6).

Implementation of parallel reading in the memristive crossbar array. To 
demonstrate the parallel reading of the data stored in the crossbar array, we used the 
individual-frequency sinusoidal voltage signals as carrier signals and applied them 
into different rows of the crossbar array, where the conductance matrix is written 
randomly. The output current was converted into a voltage by the TIAs and was 
subsequently measured by the frequency analyser. In Read mode, multiple current 
peaks are present in the current–frequency spectrum output from each column of 
the crossbar array. Based on the specific row in which a carrier signal with distinct 
frequency was applied, the frequency corresponding to a specific current peak can 
be distinguished at each column of the crossbar array, in which the conductance of 
the selected memristor is proportional to the specific current magnitude (or peak).

Measurement of the S21 parameter on the memristive device. We used a 
Tektronix TTR506A vector network analyser to apply high-frequency microwave 
signals to the memristive devices to measure the scattering parameter. The S21 
parameter represents the forward transmission gain through the memristive 
devices. The S21 curves in Fig. 4c were measured on a memristive device with 
an area of 0.16 μm2. Different S21 curves were obtained at different conductance 
levels (ranging from 300 to 13,000 Ω). A simulation model with a variable resistor 
connected in parallel with a constant capacitor was developed to calculate S21. 
The simulation results are in good agreement with the experimental results 
(Supplementary Fig. 11). By fitting to the measured S21 curves with the model, we 
extracted the capacitance of the 0.16 μm2 memristor to be 20 fF.

Operating frequency of FMC-based massively parallel computing scheme. At 
high frequencies, the accuracy of FMC is mainly limited by the parasitic effect of 
the memristors, considering that the effects of the wire resistance and capacitance 
associated with the adjacent wires are negligible (Supplementary Fig. 14). Scaling 
down the feature size of the memristive devices can significantly reduce the 
parasitic capacitance and increase the cut-off frequency of FMC (Supplementary 
Fig. 15). Such a parasitic effect can also be mitigated by using the differential 
scheme (Supplementary Fig. 16). To obtain the results shown in Fig. 4d, we used a 
128 × 128 memristive crossbar array, with memristor resistance varying from 1 to 
10 kΩ and parasitic capacitances of the memristors obeying a Gaussian distribution 
with a relative standard deviation of 5%. The cut-off error of FMC was fixed at 1%.

Training of the artificial neural network. To reduce the power consumption in 
the memristor arrays and mitigate the effect of the wire resistance, high-resistance 
states were preferred when programming the memristive crossbar array. A weight 
change was realized by stimulating an alternative memristor in a differential 
pair, W = G+ – G–, as the weight (W) is proportional to the difference between 
the conductance matrices of positive crossbar array (G+) and negative crossbar 
array (G−). All memristors in both positive and negative crossbar arrays were first 
set into high resistive states. Based on the gradient descent algorithm, an online 
training process was performed. Subsequently, the expected conductance was 
mapped into a memristive crossbar array. If the weight change ∆G(i,j) > 0, then a 
positive pulse would be applied to increase G+, and a negative pulse would be used 
to decrease G–; otherwise, a positive pulse would be applied to increase G–, and a 
negative pulse would be used to decrease G+.

Channel capacity of the communication system. The output signals of FMC 
could be transmitted by antennas in the analogue domain, with full compatibility 
with a MIMO/orthogonal-frequency-division-multiplexing (MIMO-OFDM) 
wireless communication system for IoT applications. A wide-band MIMO-OFDM 
communication system with Nt transmitting antennas and Nr receiving antennas 
was considered. The MIMO system model at the kth subcarrier is given as

yk = Hksk + nk, (1)

where yk ∈ C
Nr and sk ∈ ΩNt are the received and transmitted vectors at the kth 

subcarrier, respectively, and the constellation of each component si is denoted by 
Ω. Hk ∈ C

Nr×Nt is the channel matrix at the kth subcarrier and assumed to be 
perfectly known at the receiving terminal, and nk ∼ CN

(

0, σ2
kINr

)

 is the additive 
white Gaussian noise vector at the kth subcarrier, in which σk is the standard 
deviation and INr is an identity matrix of Nr × Nr. By applying information theory to 
the MIMO-OFDM system model, the capacity can be obtained as follows:
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where C is the channel capacity of the MIMO-OFDM system, Bk and Pk are the 
bandwidth and transmitting power of the kth subcarrier, respectively, Hk

H is the 
conjugate transpose of the matrix Hk, and Sk denotes the covariance matrix of 
the transmitting signal vector at the kth subcarrier. Note that the bandwidth of 
each subcarrier is set to be the same in a realistic OFDM system. The average 
channel capacity with respect to the number of transmitting/receiving antennas 
can be evaluated for different numbers of subcarriers. Supplementary Fig. 8 
shows the simulation results, in which an independent and identically distributed 
Rayleigh-fading channel matrix was used. As shown in the figure, the channel 
capacity of the MIMO-OFDM system is approximately proportional to the number 
of transmitting/receiving antennas at a large-scale antenna array. In addition, the 
channel capacity can also be enhanced by increasing the number of subcarriers. 
These results indicate that the transmission rate of the recognized results output 
from the FMC system can be further increased by adopting MIMO technology and 
increasing the number of subcarriers.

Evaluation of computing capability of the FMC system. The hardware 
performance of the FMC system can be evaluated by fully performing in-memory 
multiply–accumulate (MAC) operations. To calculate the MAC operations, we 
have utilized the method adopted for photonic wave division multiplexing58. 
With the available memristive crossbar array (32 × 32) and 16 multiplexed 
frequencies, the MAC operations per second of the FMC system can be calculated 
as follows: MAC operations = multiplexed frequencies (16) × crossbar array size 
(32 × 32) × modulating speed (1 GHz) = 16 tera-operations per second (TOPS). 
Note that the number of multiplexed frequencies is practically limited by the 
number of columns of the memristive crossbar array, which can be readily 
improved by increasing the array size. Since the modulation of the input signal is 
implemented by the crossbars and complementary metal–oxide–semiconductor 
circuits (Supplementary Fig. 17), its modulating speed is determined by the gate 
delay of the transistors, which can be shorter than 1 ns. Therefore, it is reasonable 
to use the upper bound of gate delay as the modulating speed (1 GHz). Increasing 
the array size can implement more MAC operations in a single time step and 
enhance the computing capability of the FMC.

To compare the FMC technology with alternative technologies, it is desirable 
to calculate the computing density and computing efficiency. As a prototype 
demonstration, the peripheral circuit was not integrated with crossbar arrays. 
To analyse the area cost and energy cost associated with the peripheral circuitry, 
we employed electronic design automation tools, widely used in the industry for 
designing and verifying integrated circuits to design the peripheral circuitry. Based 
on a 65 nm complementary metal–oxide–semiconductor technology node, we 
calculated the power consumption and the area of individual components included 
in the peripheral circuitry, with the corresponding results shown in Supplementary 
Table 3. The system-level peripheral circuitry used for MAC operations is given 
in Supplementary Fig. 18. Based on these parameters, the computing density of 
the FMC is estimated to be 10.7 TOPS mm–2 (MAC operations per second/(array 
area + peripheral circuit area) = 16 TOPS per 1.5 mm2). The computing efficiency 
is estimated to be 9.3 TOPS W–1 ((MAC operations per second)/(total power 
consumption) = 16 TOPS per 1.72 W).

Data availability
The data supporting the findings of this study are available within the article  
and its Supplementary Information, and from the corresponding author upon 
reasonable request.
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